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ABSTRACT: High-temperature sulfidation corrosion of steel in oil
refineries has long been postulated to proceed via a solid-state
reaction mechanism for which parabolic mass loss versus time
trends are typically observed if the overall process is diffusion
controlled. However, a linear trend has been observed for oil phase
corrosion of carbon steel by dodecylsulfide in a flow-through
reactor, implying interfacial reaction control. A kinetic equation for
the interfacial reaction is incorporated into a general solid-state
model by relaxing the assumption of interfacial equilibria to capture
the observed linear trend. The kinetic framework depicted herein
can explain whether linear or parabolic kinetics would be observed
based on the reactivity of organosulfur compounds.

■ INTRODUCTION
Refinery distillation units suffer from high-temperature
sulfidation corrosion by organosulfur species in crude oils,
which begins at temperatures as low as 260 °C (480 °F).1−3

Catastrophic failures have occurred due to severe sulfidation
corrosion resulting in worker injury, jeopardizing the safety of
surrounding communities, endangering the environment, and
incurring huge economic losses.4−6 All of the commonly used
alloys for constructing refinery equipment, viz., austenitic
stainless steels, Cr−Mo steels, and carbon steels, are affected
by oil phase sulfidation corrosion with increasing vulner-
ability.1,3,7−11 Although Cr-containing steels provide better
protection against sulfidation, carbon steel is still widely used
in high-temperature units of oil refineries. Commonly used
corrosion prediction tools in industrial guidelines, such as
McConomy curves, have an order of magnitude of uncertainty
since the field corrosion data used to draw these curves are
highly scattered.3,8,12 Therefore, instead of such empirical
tools, a mechanistic corrosion model is highly sought for
accurate prediction of sulfidation rates of carbon steel in the
high-temperature sections of oil refineries.10,11,13−16

Every crude oil consists of a unique composition of
numerous organosulfur species, mainly categorized into thiols,
dialkylsulfides, and thiophenes, in order of decreasing
reactivity.1,17−20 Refinery operators have long presumed that
organosulfur species must convert to H2S to embark the
sulfidation reaction with steel.21 However, Foroulis showed
that dialkylsulfides and mercaptans could directly react with
steel without being converted to H2S.

1,22 Considering the
nonstoichiometry of the sulfidation reaction product of
crystalline iron sulfide, pyrrhotite (Fe1−xS), Foroulis proposed

a solid-state chemistry based corrosion mechanism.1,22 This
mechanism involves the adsorption of organosulfur molecules
on the surface of iron sulfide and subsequently their catalytic
decomposition to induce cation vacancies and electron holes in
the generated iron sulfide, which transport toward the steel-
iron sulfide interface and get annihilated.1,8 Nevertheless, no
experimental evidence has been found supporting the steps of
adsorption and catalytic decomposition of organosulfur
compounds during sulfidation corrosion.1 Jin et al. proposed
a slightly different mechanism for sulfur incorporation and
vacancy formation in iron sulfide.1,13 The transport of iron,
mimicked by cation vacancies, was assumed to be rate limiting
by Jin et al., which could be supported by the sulfidation
kinetic data published earlier.13,23 However, the kinetic data
presented in this work suggest that the interfacial reactions
generating cation vacancies and holes could be rate limiting.

In general, it can be inferred that the mechanism of oil phase
sulfidation corrosion consists of the generation of charged
defects in crystalline iron sulfide at the iron sulfide-oil interface,
their transport toward the steel−iron sulfide interface in the
solid state, and annihilation by iron incorporation therein.1,8,13

Generation and annihilation of charged defects occur via
reactions at the respective interfaces. This mechanism for oil
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phase sulfidation corrosion is formalized in this work using
Kröger-Vink notations,24−26 which is in conformance with the
widely accepted theory of solid-state metal oxidation.25,27 It is
also shown further that the use of Kröger-Vink notations
facilitates the incorporation of interfacial kinetics into the
framework for solid-state transport of vacancies and holes.24−26

Since our experimental kinetic data on the sulfidation of
carbon steel indicate that interfacial processes could also be
rate limiting, their kinetics need to be incorporated into the
general solid-state kinetics framework.15,23,28

Kinetics of high-temperature solid-state corrosion can be
experimentally analyzed by measuring mass gain by solid
corrosion product or mass loss by metal specimen, with respect
to time. If the overall process is controlled by solid-state
transport of the cation vacancies and holes, the growth rate of
corrosion product layer thickness (X) diminishes as resistance
imposed by the layer increases, viz., dX/dt ∝ 1/X; integration
of this relation leads to a parabolic law, i.e., X k tp= .29 If the
overall process is controlled by interfacial reactions, the growth
rate of the layer thickness remains constant with increasing
thickness of the corrosion product layer, viz., dX/dt ≈ kl; time-
integration leads to the linear law, i.e., X = klt.

30

As most research in this area has been done by the refining
industry, much of the collected data is unavailable to the
public. A few comprehensive studies on oil phase sulfidation
corrosion can be found in the literature. Qu et al. measured the
mass of iron sulfide formed on carbon steel by a dimethyl
disulfide (DMDS) oil solution during several static autoclave
experiments of specific durations at 270 °C.23 The nonlinear
“mass-gain” versus time curve traced from these experimental
data points was identified as parabolic by Qu et al.23 It should
be noted that the choice of model sulfur compound, DMDS,
and the test temperature of 270 °C are not representative of
the conditions in the high-temperature units of oil refineries. El
Kamel et al., found a logarithmic mass loss versus time trend
for autoclave sulfidation experiments on carbon steel when
iron sulfide thickness was in the range of a few nanometers.15

At higher thicknesses, the trend was reported to be parabolic.15

The experiments by El Kamel et al. were performed at 300 °C
using a real crude oil containing natural organosulfur species,
closely representing refinery conditions.15 However, real crude
oil also contains naphthenic acids which are known to dissolve
carbon steel and concurrently produce iron oxide, especially in
the presence of iron sulfide.31,32 This means that some fraction
of the total mass loss of carbon steel measured by El Kamel et

al. could be attributed to the naphthenic acid corrosion, but
this was unaccounted.12,15,31−35 The presence of iron oxide
was acknowledged by El Kamel et al., which may have also
influenced the kinetics of sulfidation corrosion.12,15,35,36

Comprehensive sets of kinetic experiments for sulfidation
corrosion have demonstrated the need to further address
limitations surrounding previous experimental work by
choosing dodecylsulfide to represent organosulfur species in
crude oil and the temperature of 343 °C, typical for sections of
oil refineries suffering severe sulfidation corrosion. The most
important outcome of the presented experimental work is the
linear dependence of mass loss of carbon steel versus time, for
which the mechanistic explanation and kinetic modeling have
been provided in the latter part of this paper.

■ EXPERIMENTAL METHODOLOGY
In oil refineries, sulfidation corrosion is also influenced by the
concurrent phenomenon of naphthenic acid corrosion.34,37,38 It has
been postulated for the present isolated experimental study of
sulfidation corrosion that the fundamental solid-state mechanism of
corrosion also holds in the presence of naphthenic acids. This
postulate provides a rational basis for choosing an isolated study of
sulfidation corrosion in the absence of naphthenic acid corrosion.

Static autoclaves are commonly used to perform oil-phase high-
temperature sulfidation corrosion experiments.15,23,39,40 However, the
concentration of organosulfur species in the liquid phase decreases
during an autoclave experiment, mainly due to consumption in
corrosion and thermal decomposition into H2S, which partitions into
the vapor phase. A false parabolic mass loss versus time trend may be
observed simply due to the decreasing concentration of organosulfur
compounds in the liquid phase of a static autoclave. Therefore, the
static autoclave is not suitable for accurate kinetic experiments. In this
work, sulfidation experiments are performed in a flow-through reactor,
which enhances the convective mass transport of corrosive molecules.
The flow reactor also avoids the accumulation or depletion of
reactants and products in the oil phase. Also, the relatively short
residence time of the oil solution containing organosulfur species in
the flow reactor at high temperatures mitigates adverse experimental
impacts associated with the thermal decomposition of corrosive
molecules. Experimentally observed depletion of the liquid phase
organosulfur concentration during the pass was less than 2% in all
experiments.

A carbon steel material was selected for sulfidation experiments
given its formation of the less chemically complex corrosion product
pyrrhotite Fe1−δS.

15,40 The outer layers of corrosion products formed
on carbon steel specimens during any isothermal period usually
detach by the combined action of cooling and flushing. Therefore,
mass loss was used to calculate sulfidation rates instead of mass gain.

Figure 1. Schematic diagram of experimental apparatus - flow through mini autoclave (FTMA).13,28,41 Reproduced from ref 41. Copyright 2024
Publisher ACS Publications.
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Kinetic investigations were performed by manipulating the time
and organosulfur concentration. The main parameter of interest was
the duration of the experiment to determine whether sulfidation
corrosion was in control of interfacial reactions or solid-state diffusion.
Experimental Apparatus. The sulfidation experiments were

conducted in a high-temperature reactor called a flow-through-mini-
autoclave (FTMA), with a flow rate of 1.5 cc/min, as illustrated in
Figure 1. The FTMA setup comprises a high-temperature, high-
pressure reactor, two feeding tanks, dedicated pumps for supplying
mineral oil and the test solution, and a waste tank. The test solution,
containing a model sulfur compound, was supplied from the feed
tank, while mineral oil used for the preheating and flushing stages was
supplied from a flush tank, as shown in Figure 1. A three-way valve
was employed to switch between the oil feeds. Temperature
measurement was carried out by using a thermocouple inserted into
the reactor near the specimens. The thermocouple and heating coil
around the reactor were connected to the temperature controller.
Pressure within the reactor was regulated by a back-pressure valve at
the reactor outlet to maintain a full liquid phase.
Analytical Instruments. The concentration of sulfur in the

model oil solution was measured using X-ray fluorescence spectros-
copy with an XOS Petramax instrument. A JEOL JSM-6390 scanning
electron microscope (SEM) was used to analyze morphologies and
cross sections of the solid corrosion product. Elemental analysis of
scale cross sections was performed using a Bruker energy dispersive
spectroscopy (EDS) analyzer. X-ray diffraction patterns for the solid
corrosion products were collected with a Rigaku Miniflex 600 X-ray
diffractometer at a scanning rate of 3 degrees of 2θ per minute, with a
step width of 0.02 degrees of 2θ and CuKα radiation generated at 30
kV and 15 mA.
Materials. Oil solutions containing the model organosulfur

compound were prepared in the clear paraffinic mineral oil Tufflo
6056 supplied by Citgo. Dodecylsulfide (DDS)13 was used as the
model organosulfur compound used to cause sulfidation corrosion of
carbon steel specimens, considering its high reactivity. Rectangular
carbon steel corrosion specimens of dimensions 15.9 × 15.2 × 0.6
mm with a central hole of diameter 3.8 mm were used. The chemical
composition of the carbon steel specimens is given in Table 1.13 The
specimens were successively polished with Indasa Rhynogrip White
Line 400 and 600 grit abrasive papers under a continuous flow of 2-
propanol and dried by blowing with inert gas. The dimensions of the
specimens were measured by using a Vernier caliper. The weights of
the specimens before and after the sulfidation experiment were
measured using an XPR205 Mettler Toledo analytical balance. One of
the specimens was embedded in a clear epoxy for cross-sectional
SEM-EDS analyses.
Experimental Matrices. The following tables describe conditions

for sulfidation corrosion experiments reported herein with varying
time (Table 2) and concentration of DDS (Table 3).
Experimental Procedure. The preparation of the test solution

for each experiment involved adding a specific concentration of DDS
into mineral oil in a 2 L glass beaker. The mixture was heated on a hot
plate at temperatures below 60 °C and continuously stirred to aid in

the solvation of corrosive compounds. The solution was then poured
into the feed tank of the FTMA well before each experiment. In each
experiment, four carbon steel specimens of known mass and
dimensions were used: two for assessing mass loss, one for surface
analysis via SEM and XRD, and one for cross-sectional analysis via
SEM and EDS. The specimens were polished with 400 and 600 grit
polishing papers under a continuous stream of isopropanol. The
specimens were placed on the holder and loaded into the FTMA
reactor, which was then connected to the FTMA loop.

Initially, the reactor was run cold, pushing mineral oil to fill the
reactor and all of the lines. Then the electric heating coil wrapped
around the reactor was turned on, and the temperature was gradually
raised to 343 °C (650 °F) while mineral oil was still flowing through
the reactor. Once the experimental temperature was achieved, the
feed was switched from mineral oil to the organosulfur solution at a
flow rate of 1.5 cc/min. The sample is thus instantly exposed to the
corrosive solution at the required temperature, avoiding unwanted
heating and cooling cycles in the presence of corrosive species. At the
conclusion of the experiment, the feed returned to Tufflo for flushing
for 1 h. The reactor was turned off with mineral oil continuing to flow
through it for cooling. Finally, the system was turned off after 10 min.

After the reactor cooled to room temperature, corrosion specimens
were extracted and meticulously cleaned by stepwise dipping them
into toluene-containing beakers while retaining the corrosion product
on the surface. The mass of each of the two specimens was measured
after the oil was removed, dry rubbing of the corrosion product, and
chemically removing the corrosion products with Clarke solution
according to ASTM G1−03. The corrosion rate was determined by
dividing the average difference in the initial and final masses of two
specimens by the experiment duration. The third specimen was used
for surface analysis, and the fourth specimen was embedded in epoxy
for cross-sectional analysis.

■ RESULTS AND DISCUSSION
The kinetics of sulfidation corrosion was elucidated by
conducting a series of corrosion experiments by manipulating
time and organosulfur concentration.28 The evolution of
sulfidation rates is shown by the mass loss of corrosion
specimens, instead of corrosion rate, because the popular terms
related to kinetics, such as parabolic, para-linear, and linear,
pertain to the relationship between mass loss and time.28 It can
be observed from the mass loss versus time plot in Figure 2
that the sulfidation rate, represented by the slope of the plot,
remained constant for the first 48 h. This means that
sulfidation corrosion remained in interfacial reaction control
during this initial period.28 The trend aligns with our premise
that the sulfidation reaction was not governed by diffusion
control, which would have otherwise yielded a parabolic trend
instead of linear. The short-time mass loss data (<3 h) are not
plotted in Figure 2 because of large error margins in measured
values. However, a nonlinear relationship between mass loss
versus time can be imagined therein because the regression line

Table 1. Chemical Composition (wt.%) of Carbon Steel Specimens13

C Si Mn P S Cr Ni Mo V Cu Fe

0.18 0.41 0.8 0.11 0.06 0.02 0.04 0.02 0.03 0.08 balance

Table 2. Evaluation of Sulfidation Rate versus Time to
Ascertain that It Remains in the Interfacial Reaction
Control

durations
(h)

concentration of
DDS as total sulfur
(wt %) in mineral oil

corrosion
specimens

temperature
(°C)

pressure
(kPa)

3, 6, 9, 12,
15, 18, 24,
36, and 48

0.25 carbon
steel

343 600

Table 3. Evaluation of Sulfidation Rate versus DDS
Concentration

concentrations
of DDS as total
sulfur (wt %)
in mineral oil

corrosion
specimens temperature(°C) pressure(kPa)

durations
(h)

0.1, 0.25, 0.45,
and 0.625

carbon
steel

343 600 24
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does not pass through the origin in Figure 2. This region may
be explained by interfacial reaction control and charging due to
undeveloped space charge at the interfaces at a lower thickness
of iron sulfide.42

The 24 h sulfidation rate of carbon steel specimens by
dodecylsulfide (DDS) demonstrated a linear correlation with
respect to the concentration, as shown in Figure 3. It is not

appropriate to assign reaction orders to heterogeneous
reactions because they are unlikely to be elementary.43 A
nonlinear curve can be envisaged at lower concentrations since
the regression line does not pass through the origin in Figure 3.
The pyrrhotite formed by the lower concentration of model
organosulfur compounds may have lower amounts of charged
defects.44 Consequently, the size of the space charge region
would be larger simply due to the lack of charges required for
screening of electric field across the interfaces. It is speculated
that the kinetics of interfacial reactions with an electrochemical
nature are responsible for such a nonlinear trend at lower
concentrations. The lower limit of the concentration range
selected here represents typical sulfur content in crude oils, and
the upper limit is decided by the ease of dissolving DDS in
mineral oil.

The characterization of the corrosion product was
performed for the analysis of the morphology, chemical
composition, and crystal structure type. Representative
scanning electron microscopy (SEM) images are shown in

Figure 4 as the morphology of the corrosion product was
characteristically similar between experiments. SEM images

shown in Figure 4 capture freshly formed pyrrhotite crystals on
a specimen surface, supporting the hypothesis that the growth
of iron sulfide primarily occurs through the outward diffusion
of iron.28 In Figure 4, image (a) shows the inner layer and (b)
shows the outer layer of pyrrhotite formed by the captioned
experimental conditions. These images show the difference
between the size of the pyrrhotite crystals, which may be
explained using decreasing Gibbs free energy difference during
sulfidation corrosion. In the beginning, a steep thermodynamic
potential gradient exists to promote more nucleation and less
growth, which is depicted by small crystals in the inner layer of
the product in Figure 4a. With the increasing thickness of the
iron sulfide layer, the thermodynamic potential gradient
gradually becomes shallow, promoting crystal growth as
demonstrated by large crystals in the outer layer of the
product in Figure 4b.

Analyzing the corrosion product through energy dispersive
X-ray spectroscopy (EDS) confirmed the presence of iron and
sulfur in the corrosion product layer, as shown in Figure 5. The
epoxy embedding of the coupon resulted in the disbonding of
the corrosion product layer from the metal surface, with the
resin filling the gap. The detection of carbon and oxygen in
dark regions during the EDS scanning, as shown in Figure 5,
provides evidence for that.

The crystalline phases in the layer were characterized by
using X-ray diffraction (XRD). The peaks observed in the
pattern were identified as iron and nonstoichiometric
pyrrhotite-type hexagonal iron sulfide (PDF 01−080−
1026),45 as illustrated in Figure 6. Disproportionate relative

Figure 2.Mass loss versus time data of sulfidation corrosion of carbon
steel by 0.25 wt % of sulfur by DDS in model oil solution at 343 °C.28

Figure 3. Corrosion rate versus concentration data of sulfidation
corrosion of carbon steel for 24 h by DDS in model oil solution
(expressed as wt % S from DDS) at 343 °C.28

Figure 4.Morphological analysis of corrosion product formed after 24
h on the carbon steel surface by 0.625 wt % S from DDS using
scanning electron microscopy (SEM); (a) inner layer attached with
metal surface and (b) outer layer exposed to oil.
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intensities of the major peaks indicate preferential iron sulfide
surface growth in certain crystallographic directions, as
exhibited by the faceted morphological features observed in
the SEM images.

■ MECHANISM
A solid layer of iron sulfide is produced on the steel surface
during oil phase high temperature sulfidation corrosion as
described by the below chemical reaction.28

(1 )Fe RSR Fe S RR(s) (oil) 1 (s) (oil)+ + (1)

Here, R is an aliphatic moiety or a hydrogen. The
nonstoichiometric chemical formula of iron sulfide (Fe1−δS)
indicates deficiency of iron, typical for pyrrhotites.

The direct sulfidation reaction of organosulfur species with
the fresh metal surface ceases immediately by the nucleation of
corrosion products thereon, which rapidly cover the metal
surface. Thus, the metal−oil interface splits into two: metal−

metal sulfide and metal sulfide−oil. Consequently, the overall
sulfidation reaction (1) must also split into two “half” reactions
at the metal−metal sulfide and metal sulfide−oil interfaces,
incorporating iron and sulfur into iron sulfide, respectively.
The connectivity between the two interfacial reactions is
maintained by the solid-state “atomic” transport of iron and
sulfur through iron sulfide.

X-ray diffraction analysis confirmed that the iron sulfide
produced in oil phase sulfidation corrosion is pyrrhotite, with
vacancies in its Fe lattice positions.15,40,46 Since pyrrhotite is a
crystalline ionic solid with some degree of covalency,46 it is
also customary to describe iron and sulfur in the crystal
structure of pyrrhotite as cations and anions, respectively.
Significant cation (iron) vacancies in the crystal structure
imply that the layer predominantly grows by outward diffusion
of iron.25 This assertion can be supported by the clusters of
newly nucleated iron sulfide crystals observed during the
surface analysis of the iron sulfide layer by electron
microscopy, as shown in Figure 4. Atomic diffusion of iron
in pyrrhotite occurs by the vacancy mechanism, in which iron
jumps into an adjacent cation vacancy. These jumps create an
opposite movement of cation vacancies which are accom-
panied by the movement of electron holes.

Since solid-state interfacial reactions involve the “transfer” of
vacancies across interfaces, along with stoichiometry and
charges, a special notation system is necessary to enable their
balancing across the reaction equation. Therefore, interfacial
reactions are described using Kröger−Vink notations, which
are commonly adopted in the field of solid-state defect
chemistry.24,25,47,48 These notations facilitate the depiction of
interfacial reactions in terms of charged point defects, which is
more realistic than a conventional description using ions (Fe2+,
S2−) and electrons (e−) by traditional notations.

It may be considered that the removal of iron from a
hypothetically perfect iron sulfide crystal would cause
structural relaxation of adjacent lattice elements in such a
way that this vacancy assumes negative charge by “accepting”
electrons from the valence band causing a local polar-
ization.46,49−51 Hence, positive electron holes are created in
the valence band.44 Since the charges of the point defects are
the result of a local polarization relative to the perfect charge
neutral crystal, they are denoted using (′) and (•) for negative
and positive charges, respectively, instead of (−) and
(+).24,47,49 Accordingly, the negative iron vacancy (V) and
the positive holes (h) can be denoted by VFe″ and h•,
respectively, as per Kröger−Vink notations.24,47,49 Here, the
subscript Fe indicates any cation site in the lattice.

The overall mechanism of sulfidation corrosion is illustrated
schematically in Figure 7 and the individual steps are described
further.

(I) Generation of charged point defects at the iron sulfide−
oil {O} interface1,25,47

The addition of sulfur to the iron sulfide layer, from
organosulfur parent molecules (represented as RSR) in crude
oil, generates cation vacancies and electron holes in iron sulfide
at the iron sulfide−oil {O} interface as shown by reaction
2.1,25,47

hRSR Fe (FeS) V 2 RRFe Fe+ + + +• (2)

Here, “atomic” iron leaves its lattice position to bond with
the newly incorporated sulfur at the surface, indicated by
(FeS), and creates a cation vacancy. As explained earlier, this
cation vacancy induces structural relaxation, creating positive

Figure 5. Analysis of corrosion product formed on carbon steel
surface by DDS (0.625 wt % of sulfur) after 24 h by energy dispersive
X-ray spectroscopy (EDS), in scanning line mode.

Figure 6. X-ray diffraction pattern of corrosion specimen with
corrosion product formed after 24 h on carbon steel surface by 0.625
wt % S from DDS
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holes. It can be observed that lattice vacancies do not balance
on both sides of reaction 2 because VFe″ was created by
plugging a “virtual” surface vacancy VFe

× beside newly formed
(FeS); surface vacancy VFe

× is omitted from reaction 2 by
convention.47

(II) Transport of charged point defects from the iron
sulfide−oil {O} to iron−iron sulfide interface {M}25,47

Cation vacancies VFe″ and electron holes h• move inward
through the solid crystals of pyrrhotite due to the gradients of
their electrochemical potentials across the iron sulfide layer.

(III) Annihilation of charged point defects iron−iron sulfide
interface {M}1,25,47

Cation vacancies VFe″ and electron holes h• are annihilated at
the iron−iron sulfide interface {M}, as shown by the reaction
below.

hFe V 2 FeFe Fe+ + • (3)

Note that the original source of Fe is steel, which is a
crystalline material. This means that filling of VFe″ by Fe (as
shown in reaction 3 should create a vacancy of Fe in steel V[Fe]

× .
The square brackets are used to denote the lattice position of
Fe in steel. Subsequently, reaction 3 can be rewritten as shown
below.26

hFe V 2 Fe VFe Fe Fe+ + +•
[ ]
×

(4)

Two possible mechanisms, generally described as injection
and coalescence, can be described for the fate of the surface
vacancies in steel V[Fe]

× .52 If surface vacancies disperse into the
metal, they may eventually get entrapped at grain boundaries
or simply “vent off” from the opposite metal surface.26,52 A
unilateral outward growth of pyrrhotite with almost a stagnant
iron−iron sulfide interface occurs due to such vacancy
injection. This scenario is assumed to be unlikely due to low
diffusivities of vacancies in α-Fe at lower temperatures.53,54 If
V[Fe]

× are relatively immobile, such a depleted metal surface
may undergo reconstruction by coalescing of surface vacancies
V[Fe]

× to accommodate sulfur, allowing inward growth of
pyrrhotite.52,55−58 This mechanism explains the bilateral
growth of pyrrhotite with both interfaces moving with respect
to the original steel surface. Vacancy coalescence and surface
reconstruction are practically indistinguishable processes. It is
assumed that the surface reconstruction kinetics is significantly
rapid compared to diffusion or interfacial reactions. Since
pyrrhotite growth occurs predominantly by outward diffusion
of iron as depicted by Figure 4, only the interfacial reactions 2
and 3 as well as related diffusion of defects are modeled for
kinetics.

■ KINETICS
As explained in the previous section, the solid-state sulfidation
corrosion mechanism consists of interfacial reactions and the
transport of charged defects. Kinetic modeling of the transport
part can be considered fairly resolved considering the
applicability of Wagner’s theory of oxidation.25,59−63 According
to this theory, the oxidation of metal proceeds by solid-state
coupled diffusion of ionic and electronic species under the
thermodynamic potential gradients established by the inter-
facial reactions.59 The most imperative feature of Wagner’s
theory is a theoretical derivation of experimentally observed
parabolic mass loss/gain versus time curve by assuming
coupled currents condition and interfacial equilibria.29,59 The
conditions of coupled currents and interfacial equilibria
adopted in Wagner’s derivation need further discussion
pertaining to their applicability to oil phase sulfidation.
Initially, during interfacial charging, the coupled current
condition is not valid until the space charge is fully
developed.26,64 The coupled currents condition is effective
only after the sulfide thickness becomes greater than the sum
of Debye screening distances from both interfaces, known as
the “thick film regime”.42,64,65 However, this charging period is
quite short in sulfidation corrosion because pyrrhotite, the
corrosion product of sulfidation corrosion, is a good conductor
for charged defects and accommodates a high density of
defects due to a higher degree of nonstoichiometry.25,46,66,67

Therefore, long-term oil phase sulfidation can be modeled as
“thick film” corrosion by adopting the coupled current
condition. In this thick film regime, the assumption of
interfacial equilibria is invalid if free energy dissipated by the
interfacial reactions is significantly higher than for diffu-
sion,26,28,30 In such a case, the linear relation of mass loss
versus time is observed if interfacial reaction kinetics is slower
than diffusion. In the present work, the kinetics of interfacial
reactions are incorporated with the diffusion equation by
relaxing the assumption of interfacial equilibria at the iron
sulfide−oil interface {O}.

As explained previously, the mechanistic model for high-
temperature sulfidation consists of distinguishable steps of
transport or transformation (reaction) and rate equations for
each of these steps. Typically, coefficients in these rate
equations are phenomenological in nature, which must be
determined by kinetic experiments. However, phenomeno-
logical coefficients determined for a particular crude oil are not
useful to predict sulfidation rates for another crude oil.
Therefore, the first milestone is to achieve an accurate
simulation of trends in sulfidation rates.28 In the next step,
methods for determining accurate model coefficients should be
developed.

It is well-known in refineries that oil phase sulfidation
corrosion dramatically increases by the injection of H2 for
process purposes such as hydrotreating.3,68 It can be
hypothesized that the effect of H2 can be evaluated once the
mechanism of “H2-free” sulfidation corrosion is known. In the
literature of refinery sulfidation corrosion, experimental work
on gaseous H2S and H2S + H2 corrosion has often been
referred to represent oil phase sulfidation.3 However, the
conditions of gaseous corrosion are quite different than liquid
phase corrosion; hence, these experimental works are not cited
herein.

The overall process of sulfidation corrosion can be classified
mainly into two categories from the standpoint of kinetics:

Figure 7. Mechanistic steps of the solid-state sulfidation corrosion of
steel by crude oil.
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interfacial reactions generating or annihilating the charged
point defects and their transport through the sulfide layer. The
latter is commonly assumed to be rate-limiting, but
experimentally observed linear mass loss versus time profile
for oil phase sulfidation corrosion indicates interfacial reaction
control.30,49,69 It has been attempted to model interfacial
reactions using Onsager’s nonequilibrium thermodynamics by
some researchers,26,62 which is inappropriate for interfacial
reactions especially when the standard Gibbs energy change of
the reaction is significant.49,63,69 Standard Gibbs energy change
for the sulfur incorporation (reaction 2) involving organosulfur
species can be significantly high due to obvious irreversibility
implying that Gibbs energy dissipation shall also be high.
Hence, this reaction must be modeled using theories of
chemical kinetics. Reaction 3 can be assumed to be reversible
with a relatively smaller standard Gibbs energy change and its
rate may be modeled to be linearly proportional to the
thermodynamic potential gradient.63,69 However, the activa-
tion energy for reaction 3 is assumed to be low, which makes
the reaction more rapid in comparison with other steps.
Therefore, this reaction will be considered in equilibrium and
not required to be modeled.

The standard Gibbs energy change for a transport process in
an isotropic phase is always zero, although it is an activated
process and the net transport in the direction of gradient
occurs by application of thermodynamic potential differ-
ence.49,70 Hence, a linear relation of rate with thermodynamic
potential gradient is used to model the rates of transport
processes according to Onsager’s nonequilibrium thermody-
namics.49,62,70

Initially, a significant charge accumulation occurs at the
interfaces simultaneously with growing sulfide until the
electrical potential is screened across the interfaces.42,63 This
is depicted by an inconspicuous nonlinear mass loss versus
time trend in Figure 2. The charge accumulation at the
interfaces results in the formation of a space charge.
Theoretically, two space charge regions could form in the
iron sulfide layer at each of the interfaces.71,72 However, in the
absence of experimental and literature data, the space charge at
the iron sulfide− oil {O} interface has not been considered in
this treatment. The initial period of charge accumulation is
expected to be extremely short due to the high “chemical
diffusivity” of pyrrhotite.25 Therefore, the charge transport is
only modeled for the steady state for long-term prediction of
sulfidation corrosion rates. Therefore, a short nonlinear mass
loss versus time trend73,74 will not be captured by the model.
Eventually, a linear to parabolic transition would occur as
resistance to the transport increases with the growth of layer
thickness.75 In the case of oil phase sulfidation, the linear law is
observed over an extended period because of the high chemical
diffusivity of pyrrhotite. Thus, the kinetics of interfacial
reactions need to be modeled using theories of chemical
kinetics and subsequently specified as source/sink boundary
conditions to the diffusion equation derived as per Wagner’s
theory.59,64,69,76,77 It may be argued that the diffusion equation
is not required in the model if the overall process is under
interfacial reaction control. Since the interfacial reactions are
sequentially connected with solid-state diffusion, any resistance
to diffusion would directly affect the overall rate. Hence,
interfacial kinetics needs to be added to the framework of
solid-state diffusion.

Pressure and temperature are considered constant in the
derivation of kinetics, which is typical for most systems in the

field. Therefore, it can be derived from the fundamental
property relation that the thermodynamic potential to drive
the charge transport consists of chemical potential μ and
electric potential zFϕ for any charged defect. The sum of these
potentials is defined as the electrochemical potential μ̃ = μ +
zFϕ according to Guggenheim’s formalism.78

The flux of individual charged defects VFe″ and h• can be
specified using Onsager’s postulate of linear nonequilibrium
thermodynamics because the standard Gibbs energy change for
the transport process is zero. According to Onsager’s postulate,
the flux is proportional to the sum of gradients of acting
thermodynamic potentials.62 Neglecting the “cross-effects” of
potential gradients of the charges on each other, the flux of any
charge can be written as follows.62,63

JV V x
V= and Jh h x

h=• •
•

Substituting the definition for the electrochemical potential
explained before, the flux equations transform, as shown below.

J
x

z F J
x

z F( )and ( )V V V V h h h h= + = +• • • •

(5)

As the generation and annihilation of the vacancies and
holes occur in a concerted manner after the charge
accumulation phase, their transport is treated as a coupled
chemical diffusion.63 At a steady state, Wagner’s coupled
currents condition (2JV″ = Jh•) can be readily applied to
eliminate the gradient of electric potential

x
from the flux

equation 5 to obtain a coupled chemical diffusion equation 6
for vacancies.59

J
x x4

2V
V h

h V

V h=
+

+
•

•

•i
k
jjjj

y
{
zzzz

(6)

Since pyrrhotite has metal-like conductivity,25 it is
reasonable to approximate the mobility of electron holes to
be much greater than mobility of cation vacancies βh• ≫
βV″,

25,46,67 which gives the following expression for the flux of
vacancies.

J
x x

2V V
V h= +

•i
k
jjjj

y
{
zzzz

(7)

The Gibbs−Duhem relation for constant pressure and
temperature can be adopted to decrease the degrees of
freedom of the system by one.25 Since the Gibbs−Duhem
relationship is derived from the fundamental property relation
of thermodynamics and the extensivity related to thermody-
namic potentials, it is considered applicable for an iron sulfide
phase without interfacial equilibria. The Gibbs−Duhem
relationship for the nonstoichiometric iron sulfide phase can
be written as follows.

n d n d n d n d 0V V h h Fe Fe S SFe Fe S S
+ + + =• • (8)

The value of the chemical potential of sulfur in an iron
sulfide crystal μSdS

at the steel surface is fixed by the solubility of
sulfur in steel. Also in the present derivation, it has been
already assumed that the sulfidation corrosion proceeds
predominantly by the outward transport of iron whereas sulfur
remains virtually immobile. Therefore, it can be inferred that
its chemical potential μS dS

does not change significantly
throughout the thickness of the layer, i.e., dμSdS

= 0. Moreover,
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if δ is a fraction representing a deviation from the
stoichiometry, nV″ = δnS dS

and nFe dFe
= (1 − δ)nSdS

, assuming no
sulfur vacancies in pyrrhotite. Neglecting space charge effects
due to the higher conductivity of defects in pyrrhotite supports
the assumption that a major portion of the sulfide layer is close
to electroneutral, i.e., nh• ≈ 2nV″. Substituting these conditions
into equation 8

n d n d n d2 (1 ) 0S V S h S FeS S S Fe
+ + =•

Using the definition of electrochemical potential for each
component, μ̃ = μ + zFϕ in the above relation

d F d F d( 2 ) 2 ( ) (1 ) 0V h FeFe
+ + + =•

d d d2 (1 ) 0V h FeFe
+ + =•

d d d
(1 )

( 2 )VFe hFe
= + •

(9)

From equations 7 and 9:

J
x

(1 )
( )V

V FeFe=
(10)

It may be noted that the values of the chemical potential
μFedFe

at the interfaces are dictated by the Gibbs energy
dissipation by the respective interfacial chemical reaction.
Equation 10 can be transformed into different useful forms as
follows.

From the definition of the chemical potential,
μ = μ⊖ + RTln a (μ⊖= constant):

J
RT a

x

(1 )
(

ln
)V

V FeFe= (11)

It can be assumed for the sake of simplicity of the derivation
that “cations” behave ideally so that activity can be simplified
to concentration with respect to some standard value.63

J
RT C

x

(1 )
(

ln
)V

V FeFe=
(12)

Mobility of vacancies can be substituted by diffusion
coefficient using the Nernst−Einstein relation, βV″ = CV″DV″/
(RT).63

J
C D C

x
(1 )

(
ln

)V
V V FeFe=

(13)

Mobility of vacancies are equivalent to the mobilities of iron
in the lattice.63

C D C DV V VFe Fe FeFe Fe Fe
= =

Using the above relation (equation 13)

J
C D C

x

(1 )
(

ln
)V

Fe Fe FeFe Fe Fe=

The flux of vacancies can be substituted by the flux of iron,
i.e., JV″ = −JFedFe

.

J
D C

x

(1 )
( )Fe

Fe Fe

Fe

Fe Fe=

The equation described above can be approximated in terms
of differences.

J
D C

X

(1 )
( )Fe

Fe Fe

Fe

Fe Fe=
(14)

Here, X J t10MW
Fe

3
Fe

FeS

FeS
= × ×

Equation 14 resembles Fick’s law of diffusion.79 A relatively
simpler and comprehensible end form of the transport
equation has been reached to describe the basic kinetic trends
of sulfidation corrosion. One may choose to use a more generic
equation by relaxing the assumptions made during the
derivation, if necessary.26,64

The concentrations of cations at respective interfaces are
required to calculate the flux according to equation 14. The
value of CFedFe

{M} is fixed by an interfacial equilibrium previously
assumed for the interface {M}. The sulfur incorporation
reaction determines the value of CFedFe

{O} at the iron sulfide−oil
interface. This reaction may be analytically partitioned into
several elementary steps to assign kinetic equations to each of
them. However, this has not been attempted due to the lack of
experimental evidence for the hypothesized mechanistic steps.
Thus, the rate of sulfur incorporation r{O} at the iron sulfide-oil
interface {O} as per reaction 2 can be specified as follows
which allows first-order dependence of rate with respect to the
concentration of organosulfur compounds as illustrated earlier
in Figure 3.75

r k C CO O B O
RSR FeFe

={ } { } { } { }
(15)

The rate constant k{O} in equation 15 may be modeled using
traditional chemical kinetics. In steady state, the rates of charge
transport and charge generation at the interface {O} are equal
as shown below and this relation will be used in obtaining the
final mathematical expression for the corrosion rate.

J r O
FeFe

= { }
(16)

Equations 14−16 form a complete system of equations for
the kinetics of sulfidation corrosion.

Equations 14 and 15 are essentially the rate equations for the
transport and reaction steps occurring in series. Therefore, it is
possible to analyze their relationship with each other by
analogy with a simple electrical circuit with two resistors J

and r in a series representing transport and reaction steps,
respectively. By analogy, resistances to transport and reaction
steps can be defined as X D/ (1 )J FeFe

[ ] and

k1/r
O{ } from equations 14 and 15, respectively. Qual-

itatively speaking, less reactive organosulfur compound means
higher r and lower δ, meaning, lower J relative to r . In
that case, overall sulfidation kinetics would remain in the
interfacial reaction control, leading to linear mass loss versus
time trend, obtained by time integration of equation 15. This
scenario corresponds to the present case of sulfidation
corrosion by DDS which has a relatively lower reactivity
than dimethyldisulfide (DMDS) used by the other research-
ers.16,23 For highly reactive DMDS, the value of J would be
higher relative to the value of r and the rate of the overall
sulfidation process will be controlled diffusion of iron through
the iron sulfide scale. In that case, the time-integration of (14)
would lead to the parabolic mass loss/gain versus time trend as
exhibited by the experimental data reported by the other
researchers.16,23
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Chronological sequencing of rate-determining steps can be
explained by referring to irreversible entropy generation by the
transport process.30 Increasing the thickness (X) of the
corrosion product layer increases the resistance to chemical
diffusion of charged defects according to the relation

X D/ (1 )J FeFe
= [ ].30 Since a thin layer does not provide

much resistance to charge transport initially, the rate of
interfacial reactions remains rate determining at the beginning,
indicated by linear mass loss versus time trends.28,30,75 Linear
to parabolic transition occurs in the later stage when the
thickness of iron sulfide is sufficiently high to provide more
resistance to chemical diffusion.75 This transition can often be
significantly delayed due to the high chemical diffusivity of
pyrrhotite and the lower reactivity of organosulfur compounds.

Simulation of mass loss versus time by the proposed model
has been shown in Figure 8. Since the kinetic data in Figure 2

show interfacial reaction control, only the reaction rate
constant k{O}= 4.32 × 10−10 m/s has been obtained by fitting
of data but no attempt is made to fit chemical diffusivity in the
regression. The reference value for the diffusion coefficient
used for the purpose of performing model simulations was
calculated from the formulas derived by Herbert et al.80 It
should be noted that the diffusion coefficient for iron in iron
sulfide depends on the gradient of the chemical potential of
iron across the layer which ultimately depends on the activity
of the organosulfur compound in the environment. Thus, the
reference value of DFedFe

= 3.11 × 10−12 m2/s80 used in the
simulation may not represent the effective chemical diffusivity
of iron sulfide formed during experiments. Therefore, a
significant margin can be observed in Figure 8 between the
experimentally estimated and simulated values of iron sulfide
thicknesses. Simulation of iron sulfide thickness evolution
before 3 h is avoided as it may fall in a “thin film regime” with
completely different kinetics.

Initial linear kinetics also means that the “thickness” of the
space charge is much lower compared to the thickness of the
iron sulfide layer. Thus, the interfacial reaction kinetics is
“independent” of the thermodynamic potential difference
across the interface. The length of the linear period also
depends on the molecular structure of the organosulfur species
in the oil, which determines their reactivity, or alternatively the

resistivity k1/r
O{ }, and the free energy dissipation by the

interfacial reaction.75,81 If the free energy dissipation by the
interfacial reaction of a given organosulfur molecule is
negligible and the reactivity of the organosulfur compound is
high, parabolic growth may be observed, as demonstrated
using model simulations in Figure 9. Increasing reactivity of

organosulfur compounds forces the kinetics to follow a
parabolic trend as illustrated in Figure 9 by simulation using
model values of the reaction rate constant higher than the one
measured for DDS. In this case, the linear region could be too
short to be noticeable. This explanation supports the parabolic
trend identified by the other researchers referred to earlier.15,23

It is important to mention here that the convective diffusion
of sulfide species in the oil phase has been assumed to be rapid
because the rate of sulfidation has not been observed to be
significantly affected by the velocity of an oil stream.82

However, one can add a convective diffusion equation for
organosulfur molecules to calculate their surface concen-
tration.83,84

■ CONCLUSIONS
Linear mass loss versus time trend exhibited in high-
temperature sulfidation experiments in the oil phase inferred
that the underlying overall kinetics was in interfacial control.
Therefore, mechanisms of interfacial reactions were proposed,
and the associated kinetic equations were derived. Interfacial
reaction rate equations were incorporated with the solid-state
diffusion equation for comprehensive kinetic modeling of
sulfidation corrosion. Experimentally observed linear mass loss
versus time trend for sulfidation corrosion of carbon steel by
dodecylsulfide (DDS) can be explained by derived kinetics
equations. It could also explain that the sulfidation by more
reactive organosulfur compounds would follow a parabolic law.
The model can also capture the characteristic phenomena of a
linear to parabolic transition with increasing thickness of the
iron sulfide layer as illustrated by the model simulations. A
straightforward computational code for the simplified form of
the model can be utilized for the prediction of the sulfidation
corrosion rate in the oil refining industry. Values of

Figure 8. Simulated evolution of iron sulfide thickness compared with
thicknesses estimated from experimental data in Figure 2 under the
same experimental conditions. Model parameters: k{O}= 4.32 × 10−10

m/s and DFedFe
= 3.11 × 10−12 m2/s.80

Figure 9. Simulated evolution of iron sulfide thickness using DFedFe
=

3.11 × 10−12 m2/s and model values of interfacial reaction rate
constant k{O}= 1 × 10−9 m/s for case 1, and 1 × 10−8 m/s for case 2
to illustrate the effect of reactivity of organosulfur compounds on
kinetics. wt % S = 0.25 and T = 343 °C.
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phenomenological coefficients for the model can be obtained
by kinetic measurements, as described in this article.
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■ PHYSICAL AND PHENOMENOLOGICAL
QUANTITIES

kp= parabolic rate constant
kl= linear rate constant
μ̃= electrochemical potential of any charge
μ= chemical potential of any charge
ϕ= electric potential at any location
F= Faraday’s constant
J= flux of particles in mol/area/time
x= distance perpendicular to the surface of steel
β= mobility of charge in the ionic crystal
z= charge number
a= thermodynamic activity
D= diffusion coefficient
R= universal gas constant
T= absolute temperature
n= quantity of any lattice component
δ= fraction of cation defects indicating nonstoichiometry
C= concentration
k= rate constant for interfacial reaction
X= thickness of the iron sulfide layer
r= rate of heterogeneous reaction

MWFe1−δS= molecular weight of pyrrhotite
ρFe1−δS= density of pyrrhotite
t= time

J= resistance provided by diffusion process

r= resistance provided by reaction

■ SUBSCRIPTS
V″ negatively charged cation vacancy
h• positively charged electron hole in the valence band
FeFe iron in the lattice at cation location
SS sulfur in the lattice at anion location

■ SUPERSCRIPTS
⊖ standard state

■ CURLY BRACKETS REPRESENT THE LOCATIONS
{B} in the bulk oil phase
{O} at the iron sulfide−oil interface
{M} at the iron−iron sulfide interface
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